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#### Abstract

In the game theoretic approach to the synthesis of reactive systems, specifications are often given in linear time logic (LTL). Computing a winning strategy to an infinite game whose winning condition is the set of LTL properties is the main step in obtaining an implementation. We present a practical hybrid algorithm-a combination of symbolic and explicit algorithm-for the computation of winning strategies for unrestricted LTL games that we have successfully applied to synthesize reactive systems with up to $10^{11}$ states.


## 1 Introduction

Great progress has been made in the verification of reactive systems over the last twenty years. The combination of sophisticated algorithms, powerful abstraction techniques, and rigorous design methodologies has made the verification of large hardware and software systems possible. Synthesis from specifications given as (temporal) logic formulae or automata [7, 11, 39] has proved a more difficult problem and has enjoyed less success in spite of the important applications that depend on efficient solutions of the synthesis problem. In particular, debugging and repair are promising fields in which techniques based on synthesis algorithms have found employment [23, 25].

Recent algorithmic advances in the determinization of Büchi automata and in the solution of parity games have renewed hope that realistic systems may be synthesized from their temporal specifications. In this paper we propose a hybrid approach to this problem that combines symbolic algorithms (operating on the characteristic functions of sets) and explicit algorithms (that manipulate individual set members).

Specifications are often made up of several relatively simple components-for instance, a collection of LTL properties. If that is the case, our approach scales well because it applies the expensive explicit processing steps to the individual components of the specification, and adopts symbolic techniques where they matter most-in the solution of the final generalized parity game. Preliminary experiments demonstrate that the approach is effective in dealing with rather large systems even in its current prototypical form. For instance, we were able to synthesize an optimal Nim player from a description of the game bookkeeping and the property that requires victory from each winning position.

[^0]Our approach converts each component of the specification into either a Büchi automaton or a parity automaton of minimum index. The Büchi automaton can be nondeterministic if it fair simulates the deterministic parity automaton obtained from its determinization by Piterman's procedure. We show that in that case the parity automaton must have a parity index less than or equal to two. The reactive system implementing the specification is derived by symbolically computing the winning strategies of a nondeterministic concurrent parity game obtained by composition of the several automata.

The rest of this paper is organized as follows. Section 2 recalls the notions on $\omega$ automata and games that are pertinent to this paper. Section 3 summarizes the algorithm. Section 4 discusses algorithmic choices for symbolic implementations. Section 5 discusses related work. Section 6 presents our experiment results and Sect. 7 concludes.

## 2 Automata and Games

A finite automaton on $\omega$-words $\left\langle\Sigma, Q, q_{\mathrm{in}}, \delta, \alpha\right\rangle$ is defined by a finite alphabet $\Sigma$, a finite set of states $Q$, an initial state $q_{\text {in }} \in Q$, a transition function $\delta: Q \times \Sigma \rightarrow 2^{Q}$ that maps a state and an input letter to a set of possible successors, and an acceptance condition $\alpha$ that describes a subset of $Q^{\omega}$, that is, a set of infinite sequences of states. A run of automaton $M$ on $\omega$-word $w=w_{0} w_{1} \ldots$ is a sequence $q_{0}, q_{1}, \ldots$ such that $q_{0}=q_{\text {in }}$, and for $i \geq 0, q_{i+1} \in \delta\left(q_{i}, w_{i}\right)$. A run is accepting iff (if and only if) it belongs to the set described by $\alpha$, and a word is accepted iff it has an accepting run in $M$. The subset of $\Sigma^{\omega}$ accepted by $M$ is the ( $\omega$-regular) language of $M$. A deterministic automaton is such that $\delta(q, \sigma)$ is a singleton for all states $q \in Q$ and all letters $\sigma \in \Sigma$.

Several ways of specifying the acceptance condition $\alpha$ are in use. In this paper we are concerned with Büchi [6], co-Büchi, parity [36, 13], Rabin [40], and Streett [46] acceptance conditions. All these conditions are concerned with the sets of states that occur infinitely often in a run; for run $\rho$, this set is written $\inf (\rho)$. Büchi and co-Büchi acceptance conditions are both given as a set of states $F \subseteq Q$. A run $\rho$ is accepting for a Büchi (co-Büchi) condition iff $\inf (\rho) \cap F \neq \emptyset(\inf (\rho) \cap F=\emptyset)$. A parity acceptance condition is given as a function assigning a priority to each state of the automaton. Letting $[k]=\{i \mid 0 \leq i<k\}$, a parity condition of index $k$ is a function $\pi: Q \rightarrow[k]$. A run $\rho$ is accepting iff $\max \{\pi(q) \mid q \in \inf (\rho)\}$ is odd; that is, if the highest recurring priority is odd.

Rabin and Streett are given as a set of pairs of sets of states: $\left\{\left(U_{1}, E_{1}\right), \ldots,\left(U_{k}, E_{k}\right)\right\}$; $k$ is called the index of the condition. A run $\rho$ is accepted according to a Rabin (Streett) condition iff there exists $i$ such that $\inf (\rho) \cap U_{i} \neq \emptyset$ and $\inf (\rho) \cap E_{i}=\emptyset$ ( for all $i, \inf (\rho) \cap U_{i}=\emptyset$ or $\left.\inf (\rho) \cap E_{i} \neq \emptyset\right)$. Rabin and Streett acceptance conditions are complementary just as Büchi and co-Büchi are. A parity condition $\pi: Q \rightarrow[k]$ such that $k$ is even can be easily converted to a Rabin condition with $k / 2$ pairs; hence, parity conditions are also known as Rabin chain conditions. It is also easy to translate $\pi$ to a Streett condition. A parity condition $\pi_{c}$ complementary to $\pi$ is obtained by letting $\pi_{c}(q)=\pi(q)+1$ for all $q \in Q$.

Büchi, co-Büchi, and parity acceptance conditions may be generalized. A generalized Büchi condition consists of a collection $\mathcal{F} \subseteq 2^{Q}$ of Büchi conditions. A run $\rho$ is accepting for a generalized Büchi (co-Bc̈hi) condition iff it is accepting according to
each $F \in \mathcal{F}$ (some $F \in \mathcal{F}$ ). A generalized parity condition may be either conjunctive or disjunctive and is given as a collection $\Pi$ of priority functions. A run $\rho$ is accepting according to a conjunctive (disjunctive) condition $\Pi$ iff it is accepting according to each (some) $\pi \in \Pi$. Disjunctive and conjunctive generalized parity conditions are dual in the same sense in which Rabin and Streett conditions are and extend them just as Rabin and Streett conditions extend generalized co-Büchi and Büchi conditions 1

An $\omega$-regular automaton equipped with a Büchi acceptance condition is called a Büchi automaton; likewise for the other acceptance conditions. In this paper, we adopt popular three-letter abbreviations to designate different types of automata. The first letter of each abbreviation distinguishes nondeterministic (N) from deterministic (D) structures. The second letter denotes the type of acceptance condition: Büchi (B), coBüchi (C), Rabin (R), Streett (S), and parity (P). The final letter indicates that the automata read infinite words (W). As examples, NBW designates a nondeterministic Büchi automaton (on infinite words), while DPW is the acronym for a deterministic parity automaton (also on infinite words).

Despite their similarity to automata on finite words DBWs are less expressive than NBWs and are not closed under complementation; accordingly, determinization is only possible in general by switching to a more powerful acceptance condition and complementation of NBWs cannot be accomplished by determinization followed by complementation of the acceptance condition. Piterman [37] has recently improved Safra's procedure [43] so as to produce a DPW (instead of a DRW) from an NBW. The construction extends the well-known subset construction for automata on finite words. Rather than labeling each state of the deterministic automaton with a subset of states of the NBW, it labels it with a tree of subsets. As a result, the upper bound on the number of states of the DPW derived from an NBW with $n$ states is $n^{2 n+2}$. This fast-growing function discourages determinization of large NBWs. Concerning determinization, it should be noted that generalizing Büchi and co-Büchi conditions provides convenience and conciseness, but does not increase expressiveness. On the other hand, generalized Büchi games, just like Streett games, do not always admit memoryless strategies, to be discussed shortly.

Linear Time Logic (LTL) [49, 31] is a popular temporal logic for the specification of nonterminating reactive systems. LTL formulae are built from a set of atomic propositions, Boolean connectives, and basic temporal operators $X$ (next), $U$ (until), and $R$ (releases). Derived operators G (always) and F (eventually) are usually included for convenience. Procedures exist (e.g., [17]) to translate an LTL formula into an NBW that accepts the language defined by the formula. On the one hand, if not all $\omega$-regular languages can be expressed in LTL, DBWs are not sufficient to translate all of LTL ${ }^{2}$

Piterman's determinization procedure provides a way to find a DBW equivalent to an NBW whenever it exists. A set of states in an $\omega$-regular automaton $M$ is essential if it equals $\inf (\rho)$ for some run $\rho$ of $M$. A positive chain of length $m$ is a sequence of $m$ essential sets $R_{1} \subset \cdots \subset R_{m}$ such that $R_{i}$ satisfies the acceptance condition of $M$

[^1]iff $i$ is odd. The Rabin index of an $\omega$-regular language $L$ is the minimum $k$ such that there exists a DRW with $k$ pairs recognizing $L$. The Rabin index $I(L)$ of language $L$ is related to the maximal length $\Xi(M)$ of a positive chain in a deterministic automaton $M_{L}$ accepting $L$ by the equation $I(L)=\left\lfloor\left(\Xi\left(M_{L}\right)+1\right) / 2\right\rfloor$ [48]. Carton and Maceiras have devised an algorithm that finds $I(L)$ given a DPW that recognizes $L$ in time $O\left(|Q|^{2}|\Sigma|\right)$ [9]. Moreover, every DPW $M$ that recognizes $L$ can be equipped with a new parity condition $\pi: Q \rightarrow[\Xi(M)+1]$ without changing the accepted language. The following procedure therefore yields a DBW from an NBW if one exists: Convert NBW $N$ to an equivalent DPW $D$ by Piterman's procedure. Compute $\Xi(D)$ with the algorithm of Carton and Maceiras. If $\Xi(D) \leq 1$ the equivalent parity condition with $\leq 2$ priorities computed together with $\Xi(D)$ can be interpreted as a Büchi acceptance condition; otherwise no DBW equivalent to $N$ exists. (If $\Xi(D)=0, N$ accepts the empty language.)

Deterministic $\omega$-regular automata can be used to define infinite games [47] in several ways. Here we consider turn-based and input-based two-player games, in which Player 0 (the antagonist) and Player 1 (the protagonist) move a token along the transitions of the automaton. If the resulting infinite sequence of states is accepted by the automaton, Player 1 wins, otherwise Player 0 wins. In turn-based games the set of states $Q$ is partitioned into $Q_{0}$ (antagonist states) and $Q_{1}$ (protagonist states). Each player moves the token from its states by choosing a letter from $\Sigma$ and the corresponding successor according to $\delta$. In input-based games, the alphabet $\Sigma$ is the Cartesian product $\Sigma_{0} \times \Sigma_{1}$ of an antagonist alphabet and a protagonist alphabet. In state $q$, Player $i$ chooses a letter $\sigma_{i} \in \Sigma_{i}$. The token is then moved to $\delta\left(q,\left(\sigma_{0}, \sigma_{1}\right)\right)$. Turn-based games are games of perfect information, whereas in input-based games a player may have full, partial, or no advance knowledge of the other player's choices. The amount of information available to one player obviously affects its ability to win the game. If one player has knowledge of the move of the other, then input-based games are easily reduced to turn-based games and are therefore determinate. In our input-based games we assume that Player 1 has no advance knowledge of the other player's choices, while Player 0 sees the opponent's moves.

The existence and computation of winning strategies are central problems in the study of infinite games. A strategy is a function that defines which letter a player should choose at each move. A strategy for Player $i$ in a turn-based game can be defined equivalently as either a function $\tau_{i}: Q^{*} \times Q_{i} \rightarrow \Sigma$, or as a function: $\tau_{i}: Q_{i} \times S_{i} \rightarrow \Sigma \times S_{i}$. The set $S_{i}$ is the player's memory; according to its cardinality, strategies are classified as infinite memory, finite memory, and memoryless (or positional). For input-based games in which Player 1 plays without knowing the opponent's choices but Player 0 knows what Player 1 has chosen, a strategy for Player 1 is defined as either a function $\tau_{1}: Q^{*} \times Q \rightarrow \Sigma_{1}$ or a function $\tau_{1}: Q \times S_{1} \rightarrow \Sigma_{1} \times S_{1}$ and a strategy for Player 0 is defined as either a function $\tau_{0}: Q^{*} \times Q \times \Sigma_{1} \rightarrow \Sigma_{0}$ or a function $\tau_{0}: Q \times S_{0} \times \Sigma_{1} \rightarrow \Sigma_{0} \times S_{0}$. A strategy $\tau_{i}$ is winning for Player $i$ from a given state of the automaton iff victory is secured from that state regardless of the opponent's choices if Player $i$ plays according to $\tau_{i}$.

The acceptance condition of the automaton translates into the winning condition of the game. We consider Büchi, co-Büchi, and parity games, their counterparts with
generalized winning conditions, as well as Rabin and Streett games. All these games are determinate [32]; that is, from each state of the automaton if a player has no winning strategy then the opponent has a winning strategy. Büchi, co-Büchi, generalized co-Büchi, Rabin, parity, and disjunctive generalized parity games admit memoryless strategies. The others-generalized Büchi, Streett, and conjunctive generalized parity games-admit finite memory strategies [50].

If the winning condition of an infinite game is given as an LTL formula on the states of the automaton we have an LTL game. Such a game can be solved by translating the formula into an equivalent deterministic $\omega$-automaton and composing it with the graph of the given automaton. As recalled above, not all LTL formulae have an equivalent DBW (or DCW for that matter). Therefore, determinization to some more powerful type of automaton is required in general. With Piterman's improvement of Safra's construction [37], the parity condition is the natural choice.

If an NBW derived from the given LTL formula is used in solving an LTL game, there is in general no guarantee that a winning solution will be found if one exists. (See [19] for an example.) Henzinger and Piterman [21, Theorem 4.1] have shown, however, that a nondeterministic automaton may still be used with the guarantee of a winning solution if it fair simulates an equivalent deterministic automaton. (This result subsumes [19, Theorem 1] about trivially determinizable NBWs.)

An $\omega$-regular automaton $P=\left\langle\Sigma, Q_{P}, q_{P \mathrm{in}}, \delta_{P}, \alpha_{P}\right\rangle$ fair simulates [20] another such automaton $A=\left\langle\Sigma, Q_{A}, q_{A i n}, \delta_{A}, \alpha_{A}\right\rangle$ with the same alphabet if Player 1 has a winning strategy for the following turn-based game: Initially, the protagonist token is placed on $q_{P \text { in }}$ and the antagonist token is placed on $q_{\text {Ain }}$. At each turn, let $p \in Q_{P}$ be the state with the protagonist token and let $a \in Q_{A}$ be the state with the antagonist token. Player 0 chooses a letter $\sigma \in \Sigma$ and moves the $A$ token to one of the states in $\delta_{A}(a, \sigma)$. Player 1 then moves the $P$ token to one of the states in $\delta_{P}(p, \sigma)$. Player 1 wins if either the run of $A$ is not in $\alpha_{A}$ or the run of $P$ is in $\alpha_{P}$. A winning strategy for Player 1 is a function $\tau:\left(Q_{A} \times Q_{P} \times \Sigma\right)^{+} \rightarrow Q_{P}$ that is consistent with $\delta_{P}(\forall a \in$ $\left.Q_{A}, p \in Q_{P}, \sigma \in \Sigma . \tau(a, p, \sigma) \in \delta_{P}(p, \sigma)\right)$ and that guarantees victory regardless of the opponent's choices.

When a game played on an $\omega$-regular automaton has nondeterministic transitions one needs to define which player is in charge of resolving nondeterminism. In an inputbased game derived from an LTL game, Player 1, whose objective is to force the run of the automaton to satisfy the LTL formula, chooses the next state from $\delta\left(q,\left(\sigma_{0}, \sigma_{1}\right)\right)$. A nondeterministic automaton for a given language can be much more compact than a deterministic one. Hence, [21, Theorem 4.1] may lead to considerable savings in the computation of winning strategies. On the negative side, we offer the following theorem, which implies that an NBW can only be used if an equivalent DBW exists.

Theorem 1. Let $N$ be an $N B W$ and $D$ an equivalent $D P W$. Let $D$ be of minimum index $k>2$. Then $N$ does not fair simulate $D$.

Proof. We assume that $N$ has a strategy $\tau$ to simulate $D$ and show that this leads to a contradiction. Since the winning condition of the simulation game is the disjunction of two parity conditions, we can assume that $\tau$ is memoryless. Since $k>2$ there is a chain of essential sets

$$
R_{1} \subset R_{2} \subset \cdots \subset R_{k-1}
$$

with $R_{2 i+1}$ accepting and $R_{2 i}$ rejecting. Let $p$ be a state of $D$ in $R_{1}$. (By the chain property, $p$ is also in $R_{2}$.) Let $u \in \Sigma^{*}$ be a word that takes $D$ from the initial state to $p$. Let $v \in \Sigma^{*} \backslash\{\epsilon\}$ be a word that takes $D$ from $p$ back to $p$ while visiting all states of $R_{1}$ at least once. Finally, let $w \in \Sigma^{*} \backslash\{\epsilon\}$ be a word that takes $D$ from $p$ back to $p$ while visiting all states of $R_{2}$ at least once. The existence of $p, u, v$, and $w$ is guaranteed because $R_{1}$ and $R_{2}$ are essential sets.

We construct an ultimately periodic word $x$ as follows. We initialize $x$ to $u$ and $\Gamma=\emptyset$. Let $q_{0}^{1}$ be the state reached by $N$ when reading $x$ and following $\tau$. Append copies of $v$ to $x$ and extend the run of $x$ in $D$ and $N$. The run of $D$ will reach $p$ every time a copy of $v$ is added. The run of $N$ will go through states $q_{1}^{1}, q_{2}^{1}, \ldots$. Stop as soon as, for some $j>0$ and $i<j, q_{i}^{1}=q_{j}^{1}$. Call $q^{1}$ this repeating state, and add it to $\Gamma$. (Repetition is inevitable because $N$ is finite.) Append $w$ to $x$ and call $q_{0}^{2}$ the state reached by $N$ after running over the updated $x$. ( $D$ will be in $p$.) Now append more copies of $v$ to $x$ until there are $j$ and $i<j$ such that $q_{i}^{2}=q_{j}^{2}$. Call $q^{2}$ this repeating state. If $q^{2}$ is not in $\Gamma$ add it, append $w$ to $x$ and repeat; otherwise stop.

This process must terminate because $|\Gamma|$ grows at each iteration. At termination, $q_{i}^{n}=q^{m}$ for some $q^{m} \in \Gamma$ and $m<n$. We let $x=y z^{\omega}$, with $y$ the prefix of $x$ up to the first occurrence of $q^{m}$ and $z$ the segment between the first and second occurrence.
$D$ rejects $x$ because its essential set is $R_{2}$, but accepts $x^{\prime}=y v^{\omega}$ whose essential set is $R_{1}$. Consider now $N$. We know that the run of $N$ on $x^{\prime}$ according to $\tau$ must repeatedly go through $q^{m}$. Since $x^{\prime}$ is accepted by $D$, the segments of the run in $N$ between occurrences of $q^{m}$ must visit some accepting state of $N$. However, this implies that $x$ is also accepted because the run of $x$ also goes through $q^{m}$ when $D$ is in $p$, and $q^{m}$ is in $\Gamma$ because it was seen twice in conjunction with $p$ while applying $v$ repeatedly. Since $D$ and $N$ are equivalent the assumption that $\tau$ exists is contradicted and the theorem is proved.

For lack of space we do not present the extension of Theorem 1 to simulations between two arbitrary parity automata.

## 3 Algorithm

We describe an algorithm that takes as input a collection of LTL formulae and NBWs over an alphabet $\Sigma=\Sigma_{0} \times \Sigma_{1}$. The input is converted into a conjunctive generalized parity game with one parity function for each formula and automaton. At each turn, Player 0 chooses a letter from $\Sigma_{0}$ and Player 1 chooses a letter from $\Sigma_{1}$. The objective of Player 1 is to satisfy the conjunctive generalized parity acceptance condition. A winning strategy for Player 1 from the initial state of the parity automaton thus corresponds to an implementation of a reactive system that reads inputs from alphabet $\Sigma_{0}$ and produces outputs from alphabet $\Sigma_{1}$. The reactive system satisfies all the linear-time properties given as LTL formulae or Büchi automata from its initial state. If no such winning strategy exists, there exists no implementation of the given specification.

As an initial step, all LTL formulae are converted to NBWs (using Wring [45]). The objective of the algorithm is to be efficient for practical specifications, which
often consist of the conjunction of many simple properties. While in theory one could conjoin all the NBWs to obtain one large NBW and then determinize it, the high complexity of determinization makes this approach infeasible. Instead, each NBW that is not also a DBW is converted to a DPW individually with Piterman's procedure [37]. This keeps the size of the resulting DPWs reasonably small, as discussed in Sect. 6 A parity condition of minimum index is then computed for each DPW by the procedure of [9].

If the parity index is 2 , then fair simulation between the NBW and the DPW (which is in fact in this case a DBW), is checked with the algorithm of [26] (implemented as in [14, [18]). If the DPW is simulated by the NBW, the latter replaces the former. (See Theorem 1 From a practical standpoint it should be noted that the NBW is made complete before checking for fair simulation, because otherwise the check is guaranteed to fail.) If there is no fair simulation, the DPW is optionally simplified. (This is done after reducing the index, to increase the chance of simplification.) All the processing up to this point is done by explicit (i.e., non-symbolic) algorithms. At the end of this phase, each specification has been translated into one of the following: a DBW, a DPW, or an NBW that simulates an equivalent DBW.

The next step of processing reduces the collection of automata to a generalized parity game [10]. The transition structures of the automata are converted into one symbolic transition relation-as is customary in symbolic model checking. Effective ways of avoiding blow-up in the composition of the transition relations are well-known 15 , 41, 35]. The parity (or Büchi) conditions for all the automata collectively form the generalized parity condition.

We use the "classical" algorithm described in [10] to compute winning strategies for generalized parity conditions. This algorithm is based on [22], which in turn extends Zielonka's algorithm for parity conditions [50] $3^{3}$ The generalized parity algorithm selects one parity condition and tries to prove all states winning for Player 1, using the maximum color from the selected priority function and recurring on a subgame for the remaining colors and parity conditions.

If Player 1 wins in all the states, the algorithm proceeds to the next parity condition. If, on the other hand, Player 0 has some winning states, the algorithm restarts on a game graph that is pruned of the winning states of Player 0.

At a given recursion level, each parity condition produces a sub-strategy for Player 1. Therefore, Player 1 uses a counter to rotate among these sub-strategies. For a fixed order in the priority conditions, the total memory required is bound by $\prod_{1 \leq i \leq k}(k-i+1)^{d_{i}}$, where $2 d_{i}+1$ is the number of colors of the $i$-th priority condition.

The choice of this algorithm over the dominion-based algorithm in [10, 27] is for two reasons. The first is the unsuitability of the dominion-based algorithm to symbolic implementation as discussed in Sect. 4 The second is that the dominion-based algorithm has better asymptotic bounds only when the number of colors is comparable to the number of states. However, in our application, this is seldom, if ever, the case.

The basic attractor computation for each player in the generalized parity algorithm is based on an extension of the MX operator discussed in [23]. Specifically, the set of

[^2]states that Player $i$ can control to a target set of states $T \subseteq Q$ (the attractor of $T$ for Player $i$ ) is given by:
\[

$$
\begin{aligned}
& \mathrm{MX}_{1} T=\left\{q \mid \exists \sigma_{1} \in \Sigma_{1} \cdot \forall \sigma_{0} \in \Sigma_{0} \cdot \exists q^{\prime} \in \delta\left(q,\left(\sigma_{0}, \sigma_{1}\right)\right) \cdot q^{\prime} \in T\right\} \\
& \mathrm{MX}_{0} T=\left\{q \mid \forall \sigma_{1} \in \Sigma_{1} \cdot \exists \sigma_{0} \in \Sigma_{0} \cdot \forall q^{\prime} \in \delta\left(q,\left(\sigma_{0}, \sigma_{1}\right)\right) \cdot q^{\prime} \in T\right\} .
\end{aligned}
$$
\]

This formulation implies that Player 1 chooses $\sigma_{1}$ from $\Sigma_{1}$ first, then Player 0 chooses $\sigma_{0}$ from $\Sigma_{0}$, and finally nondeterminism is resolved in favor of Player 1. (That is, all nondeterminism is due to the NBWs representing the properties.) Since Player 1 has no knowledge of the upcoming opponent's move, it has a winning strategy only if a Moore-style implementation of the specification exists.

## 4 Practical Symbolic Algorithms

In the context of verification and synthesis of reactive systems, symbolic algorithms are broadly defined as those algorithms that employ characteristic functions to represent sets. The use of Binary Decision Diagrams [5] to manipulate Boolean functions, in particular, is typically associated with the idea of symbolic algorithms. Techniques like the symbolic model checking algorithm of McMillan [33] have significantly contributed to the success of formal verification thanks to their ability to deal-albeit not with uniform efficiency-with sets of size well beyond the capabilities of more conventional, explicit algorithms. While such successes encourage the use of symbolic algorithms, not all algorithms are amenable to symbolic implementation, leading to a conflict between the choice of one with lowest complexity and one that is symbolic-friendly. Our approach is to use the best algorithm in terms of worst-case complexity that is efficiently implementable in a symbolic manner. In this Section, we try to identify some algorithmic features that are best suited to symbolic implementations.

Obviously, algorithms that process the elements of a large set one by one draw only modest benefit from representing such a set symbolically and are limited to manipulating relatively small sets. Some algorithms resort to picking a (hopefully) small number of seed elements from a large set. Examples are provided by the subquadratic symbolic algorithms for Strongly Connected Component (SCC) analysis [2] 16] that grow an SCC with symbolic techniques starting from an individual seed state. (In this context, complexity refers to the number of images and preimages computed.) While these algorithms are rightfully considered symbolic, it should be noted that for cycle detection in very large graphs they tend to be outperformed by "more symbolic" algorithms based on computing a hull of the SCCs [42] in spite of their better complexity bounds. Closer to the subject of this paper, one can compare two variants of McNaughton's algorithm [34] (adapted to parity automata by Zielonka [50]) that appear in [47] and [27]. The algorithm in [27] is "more symbolic" than the one in [47] because it computes the attractor of all states of maximum priority at once instead of picking one state from that set and computing its attractor. Notice that the computation of the attractor, which is at the heart of the generalized parity algorithm, is very similar to the fixpoint computations performed in symbolic model checking, and therefore eminently suitable for symbolic implementation. Consequently, one can also leverage various techniques to speed up symbolic model checking in the implementation of the algorithms in [50, 22, 10].

Both variants of McNaughton's algorithm, on the other hand, are far more amenable to symbolic implementation than the algorithms that have superseded them in terms of asymptotic performance. Consider the small progress measure algorithm of Jurdziński [26]. If an SCC of the game graph contains a losing position, the number of iterations is bounded from below by the number of states of a certain priority in the SCC. For a large graph that number may be large enough to prevent termination in practice, even with the optimization of [12]. Another problem with the algorithm of [26] is the need to attach and manipulate a vector of integers to every state of the game graph. As the number of distinct measures increases in the course of the computation, the size of the decision diagrams representing the map from states to measures may easily blow up. Similar observations apply to the algorithms of [1] and the small dominion versions of the ones in [10, 27]. Therefore, we use an explicit implementation of the algorithm of [26] to check fair simulations of small automata derived from individual properties, but prefer the algorithm in [10] for the analysis of large games obtained compositionally.

Besides avoiding explicit enumeration of the elements of large sets, successful symbolic algorithms also limit the arity of relations that are represented symbolically. Even ternary relations, as encountered in the computation of the transitive closure of a graph, tend to impact performance significantly. Finally, the need to represent arbitrary subsets of the powerset of a large set puts a very severe limit on the size of the problems that can be handled by a symbolic algorithm. While $10^{20}$ states have become a rather conservative estimate of what can be done in model checking, algorithms that allocate one BDD variable to each state in a set so as to represent collections of subsets by the characteristic functions of their occurrence vectors (as required by the algorithms of [30, 21]) are limited in most cases to a hundred states or less. For such reasons we prefer an explicit implementation of Piterman's improved determinization procedure [37] to the approach of [21].

## 5 Related Work

In Sect. 4 we have discussed the relation and indebtedness of our work to [26, 1, 27, 22, [21, 10]. An alternative to our approach is to translate the set of parity conditions arising out of the Piterman's procedure to Streett conditions that are then converted to a single parity condition with the algorithm of [8]. However, the algorithm of [22, 10] has better worst-case complexity.

The approaches of [19] and [38, 3] are symbolic, but are restricted in the class of specifications that can be dealt with. In [38] it is noted that checking the realizability of a formula of the form

$$
\begin{equation*}
\bigwedge_{1 \leq i \leq m}\left(\mathrm{GF} J_{i}^{1}\right) \rightarrow \bigwedge_{1 \leq i \leq n}\left(\mathrm{GF} J_{i}^{2}\right) \tag{1}
\end{equation*}
$$

where each $J_{i}^{j}$ is propositional (a generalized Reactivity(1) formula) can be done in time proportional to $(n m|\Sigma|)^{3}$, where $\Sigma$ is the set of atomic propositions in (1). Moreover, formulae of the form

$$
\begin{equation*}
\bigwedge_{1 \leq i \leq p} \mathrm{G} B_{i} \tag{2}
\end{equation*}
$$

where the only temporal operator allowed in each $B_{i}$ is the next-time operator X , effectively correspond to the description of transition relations and can be directly regarded as the description of the game graph. This second observation applies also to our approach, while a specification like (11), can be translated into a DPW with $O(m n)$ states, $O(m n|\Sigma|)$ transitions, and 3 colors. Therefore, the class of specifications handled by [38] can be handled efficiently by our algorithm, which on the other hand, can deal with full LTL.

An approach to LTL synthesis that does not require determinization was introduced in [30, 29]. An implementation is described in [24]. From an LTL formula one derives a universal co-Büchi tree automaton (UCT), and transforms it into an NBT. A witness to language nonemptiness, if it exists, corresponds to a winning strategy. While this "Safraless" approach has the same worst-case complexity as the "Safraful" approach based on determinization, its proponents claim three main advantages for it. First, that its implementation is simpler than that of the determinization procedure. Second, that the Safraless approach lends itself to symbolic implementation. Third, that optimizations can be applied at various steps of the Safraless approach to combat the state explosion. Our implementation of Piterman's procedure, however, is only a few hundred lines of code and took only a few days to write and debug. Concerning the symbolic implementation, the Safraless approach requires the manipulation of sets of sets of states. As discussed in Sect. 4 this greatly reduces the effectiveness of a symbolic implementation. The ability to apply intermediate optimizations is beneficial, and the approach is efficient when the UCT is weak. On the other hand, for strong UCT, the approach is practically unable to prove nonrealizability [24]. It appears that only a thorough experimental comparison, beyond the scope of this paper, could ascertain the relative practical strengths of the Safraless and determinization-based approaches.

The work of Jobstmann et al. [25] addresses the extraction of efficient implementations from the winning strategies, which is something we do not address in this paper.

Sebastiani and Tonetta [44] present a procedure that strives to produce a deterministic Büchi automaton from an LTL formula. Their approach may improve the performance of our translator by reducing the number of instances in which Piterman's determinization procedure is invoked. The procedure of [44], however, is heuristic. Consider the following LTL formula:

$$
\varphi=p \wedge(p \cup \mathrm{G}((\neg p \rightarrow \mathbf{X} p) \wedge(p \rightarrow \mathbf{X} \neg p)))
$$

Let $\psi=\mathrm{G}((\neg p \rightarrow \mathbf{X} p) \wedge(p \rightarrow \mathbf{X} \neg p))$ and $\theta=p \mathrm{U} \psi$. Expansion yields

$$
\begin{aligned}
\psi & =(p \wedge \mathrm{X}(\neg p \wedge \psi)) \vee(\neg p \wedge \mathrm{X}(p \wedge \psi)) \\
\varphi & =(p \wedge \mathrm{X}(\neg p \wedge \psi)) \vee(p \wedge \mathrm{X} \theta) \\
\neg p \wedge \psi & =\neg p \wedge \mathrm{X}(p \wedge \psi) \\
p \wedge \psi & =p \wedge \mathrm{X}(\neg p \wedge \psi) \\
\theta & =(p \wedge \mathrm{X}(\neg p \wedge \psi)) \vee(\neg p \wedge \mathrm{X}(p \wedge \psi)) \vee(p \wedge \mathrm{X} \theta) .
\end{aligned}
$$

This is a set of closed covers. The cover for $\varphi$ is nondeterministic and branch postponement is not applicable. Hence, the MoDeLLA algorithm would (initially) produce a nondeterministic automaton. However, there exists a deterministic Büchi automaton for


Fig.1. Deterministic automaton for $\varphi=p \wedge(p \cup \mathrm{G}((\neg p \rightarrow \mathrm{X} p) \wedge(p \rightarrow \mathrm{X} \neg p)))$
$\varphi$, shown in Fig. 1 Even though the procedure of [44] does not guarantee a deterministic automaton whenever one exists for the given LTL formula, branch postponement tends to increase the chances that the NBW will fair-simulate the DBW produced by determinization.

## 6 Experiments

The procedure described in Sect. 3has been implemented as an extension of Wring 45] and Vis [4]. In this section we report on some preliminary experiments intended to test the claim of practicality and scalability of the proposed approach. Each of the following specifications was synthesized, and the the resulting model was verified against the specification. In these experiments we disabled the use of NBWs in the parity game.

Generalized Büchi. In this experiment, Player 1 seeks to satisfy a generalized Büchi condition $(G \mathrm{~F} b) \wedge(G \mathrm{~F} c)$ in a simple automaton. The strategy uses one bit of memory.
$N B W 7$. In this experiment the specification is an NBW for $(\mathrm{FG} p) \wedge(\mathrm{GF} q)$. The language is not in DBW or DCW and as a result the NBW is translated into a DPW of index 3. In the game, Player 1 controls both $p$ and $q$ and wins from all states of the automaton. Since there is only one parity condition, the strategy is memoryless.

Simple Arbiter. Three DBWs specify this simple synchronous arbiter that grants request even if they are not persistent, guarantees fairness, and produces no spontaneous grants. Player 0 chooses the values of the two request signals and Player 1 chooses the values of the grant signals. The specification is symmetric with respect to the two clients, and the strategies computed by the program come in symmetric pairs.

Round Robin Arbiter. This experiment synthesizes an arbiter from a collection of 10 safety properties from [28]. This is a more detailed specification than the one of the simple arbiter, as it prescribes, for example, how ties should be broken. Once again, Player 1 controls the grant signals, while the opponent controls the requests.

Combination Lock. In this experiment the objective is to synthesize the finite state machine controller of a combination lock. Given a counter that can be incremented or decremented by a user and represents the dial of the lock, and a set of seven properties that prescribe that the lock opens iff the correct combination is entered, Player 1 seeks a strategy for the update of the control machine of the lock, while Player 0 operates the counter under a fairness constraint.

Nim Player. The game of Nim is played with several piles of counters. A move consists of taking one or more counters from one pile. The player who removes the last counter wins. The Sprague-Grundy theory of impartial games applies to it and it is known which player has a winning strategy from a given position and how to play according to such strategy. In this experiment, the specification is split between a model that does the game bookkeeping and plays one side of the game, and an LTL property:

$$
\mathrm{G}((\neg \text { turn } \wedge \text { winning }) \rightarrow \mathrm{F} \text { win })
$$

which says that when the environment moves from a winning position, it always wins. Satisfying this property entails synthesizing an optimal player. The bookkeeper has a fixed number of piles, but chooses nondeterministically how many counters to place on each pile at the start of a play. This choice is given to Player 0 in the game, while Player 1 plays the environment.

Table 1. Experimental data

| name | Spec |  | Int |  | colors | bits | $\sigma$ |  | $\sigma_{o}$ |  | CPU (s) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LTL | NBW | DBW | DPW |  |  | edges | nodes | edges | nodes | pp | sol |
| GB | 0 | 2 | 2 | 0 | 4 | 1 | 10 | 8 | 8 | 3 | 0 | 0 |
| NBW7 | 0 | 1 | 0 | 1 | 3 | 0 | 10 | 7 | 6 | 1 | 0 | 0 |
| simple | 0 | 3 | 3 | 0 | 6 | 6 | 44 | 53 | 398 | 12 | 0 | 0.01 |
| rrobin | 10 | 0 | 10 | 0 | 20 | 17 | 250 | 112 | 16588800 | 66 | 13.55 | 0.1 |
| lock | 7 | 0 | 5 | 2 | 16 | 13 | 3196 | 302 | 1277280 | 178 | 2.71 | 1.35 |
| nim | 0 | 1 | 1 | 0 | 2 | 1 | $8.29 \mathrm{e}+11$ | 3410 | $1.87 \mathrm{e}+11$ | 298 | 0 | 22.63 |

The results of the experiments are summarized in Table 1 For each game the number of LTL formulae and NBWs in the specification are given, followed by two columns that give the statistics of processing each formula or automaton. The remaining columns describe the resulting generalized parity game and its solution by reporting the total number of different priorities (or colors) of the parity acceptance condition, the number of binary state variables of the strategy automaton, the number of edges in the union of all winning strategies computed for Player $1(\sigma)$, the size of the corresponding BDD, the number of edges in an optimized winning strategy $\left(\sigma_{o}\right)$, and the size of the corresponding BDD. Finally, the time to preprocess ( pp ) and solve the game and compute the optimized strategy (sol) is given. (The optimization of the strategy [3] never takes more than 0.17 s in the experiments of Table 1) The number of edges in the optimized strategy may be higher than in the bundle of strategy returned by the algorithm because edges from positions that are losing for Player 1 may be added if they help reduce the size of the BDD. Our algorithm does not yet optimize the number of bits in the strategy automaton, which is therefore far from optimal.

## 7 Conclusion

We have presented an algorithm for the computation of strategies for LTL games and, in general, for games whose winning conditions are given by a set of LTL formulae
and Büchi automata. The solution involves determinization, but only on the individual components of the specification. Since these components are typically small, our approach appears to scale well and is capable of handling games with large numbers of states. To that effect symbolic techniques are applied where it matters most-after the individual automata have been composed. The initial experimental results encourage us to continue in the development of this algorithm so that it may address larger and more realistic problems.
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